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ABSTRACT

4, The methods of depth determination used in scene analysis

are discussed . Previous schemes i ncorporating a single view of

the scene are reviewed . These i nc l ude method s requi r in g a

special ill um i nation source. A review of the work using two

(stereoscopic) images is presented . F i n a l l y ,  a method for

ex trac t i ng objects f rom a pai r of ru n le ng th coded images i s

developed . The procedure relies on feature extraction and

cor re l l a ti on tech n i ques develo ped spec i f i c a l l y for operation

on objects in run l ength coded images.
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I. Introduction

The use of three dimensiona l (as opposed to the more common two

d imensional) information in scene analysis has been shown to be quite
4

beneficial. Perhaps the clearest ind i cation of the value of obtaining

depth information is in the work recentl y reported (1) at the Th i rd

In ternationa l Joint Conference on Pattern Recognition (3IJCPR) . Al-

thoug h the approach to determine depth is different than that taken here

it is striking to note the ease with which separation and recognition

of objec ts wi th i n  a scene can be accom p l i s h e d  whe n u s i n g  bo th range

and in tensity data.

fl. Depth Determination

The anal ysis by computer of a scene from an image or images of tha t

scene is an im por tan t prob l em tha t has been approached by many researchers

with many diff erent methods. We shall restrict our discussion here to

methods that have depth determ i nation as a key prelude to the separation

• and classifica tion of objects within the scene.

A. Single views

O n l y  a few at tempts have been mad e to de term ine the exp l i c it

three dimensiona l shapes of objects from a single view without

using any special form of illum i nation. Horn ’s u se of shad i ng

(2,3) to derive shape information is certainly the most notable.

This cue to depth is useful , however, only for smooth, uniforml y

colored , smoothl y curved objects.

In order to extract depth information from a scene several

researchers have tried special illum i nation of the scene in

question . One of the more innovative of these method s is that
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of Will and Penningto n (k). They illuminated an object with a

gridded light source and proceeded to extract differentl y o r i en ted

surfaces through filtering in the Fourier transform domain. Shira i

and Tsuji (5) sequentially illuminated the scene from different

direc tions and thereby obtained information abou t orientation of

surfaces. This method , al though i t r e l i e s  on a s ing le image view-

point , is akin to the information obtained from multi p le v i ew-

points.

The use of various rangefind ing techniques (again with a

single image v i ewpoint) has met with some success. Agin and

Binford (6) and Shira i and Suwa (7) used what is , in effect, a

cutting plane of li gh t to illuminate the scene and computed

range by using an image obta i ned from a Viewpoint l ocated at some

angle with respect to the illum i nating plane. This triangula tion

method is similar to stereoscopic (two-image) range determination

w ithout the problems of correllation between the two images since

po i n ts are un i quel y identified by the illum i nation scheme.

A true rangefinder using a single beam of light to measure

range and reflection from the scene has been used at Stanford

Research Insti tute (1 ,8). The phase shift of the reflected beam

is used to determine range to the illuminated poin t.

B. Mul tiple views

Whenever two or more views of a scene are available we may

obtain depth information by noting the disparities between points

wi thin the views . If we know the geometry of the situtat ion in-

volved , a stra i ght-forward solution can be obtained provid ing the

& correspond i ng loca tions of points within the available images are

known. I t is find i ng the corresponding locations that provide the

.—— - ——.
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rea l challen ge. Certainl y one way to i d e n t i f y the same po in t in

differen t views is to use the excellent image processing and

pattern recognition ability of a human to point out to the computer

system the appropriate l ocations. This , however, is pract i ca l onl y

in lim ited situations or for debugg i ng an automatic system as in (9).

In order to si mplif y the task a number of researchers have

started with i dealized line drawings of the scene in question (10 ,11 ,

12) and have chiefly used the vertices of the p lanar pol ygons so

ind i cated as reference points. Unfortunatel y th i s  si mp l y  sh i f ts

part of the prob l em away since the extraction of crude line draw i ngs ,

mu ch less idea l i zed  ones , from rea l images is no mean task in itself.

In the area of true stereoscopy with real images most work has

gone into determining suitable feature points (as the vertices , above)

for the correllation process. One exception wh i ch should be noted ,

however , is the work of Marr and Pogg io (13). They have used a

cooperative highly—in terconnected pa r a l l e l  p rocessing network to
- 

- extract depth information even from random dot stereograms where

no monoc u l a r l y visible form for registration is available. The use

of a network of this type is , as they po in t ou t, vastly more comp l i-

cated than the modes of computation normally available in non—biolog ical

systems.
r

O therwise , the problem has been approached on a feature point

extraction and cross-image matching basis. This process is very

similar to the registration problem in satel lite and spacecraft imagery

and work in stereo computer vision has drawn on this field.

,1
4
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Quam ’s work in registration (14 ,15) laid the foundation for the work

at the Stanford Artificial Intelligence Laboratory by severa l re—

searchers, Hannah (16) took the cross-correl lation techniques and

added the ideas of sampling across the image , the adaptive threshold

scheme of Barnea and Silverman (17), and the not i on of loca l coher-

ency to develop an effective system. Loca l coherency simplifies the

search for a match by using the i dea that once a match B for target A

is found , the match for target which is near A will be found near B.

This was extended somewhat by Thompson (18).

Ping le and Thomas (19) have developed a feature extractor to

identif y targets (specifically corners) wh i ch have a hi gh probability

of being matched .

Dl. Object identification from stereo views.

We now present a procedure for extracting three—dimensional Objects

from stereo views of scenes. We shall restrict the objects to consist

predominantl y (but not totally) of planar polygonal surfaces.

If we use a run-length coded data structure (20) for the two images

we may apply the feature extractor of (20) starting in the upper left

corner of one of the images. Due to the nature of this feature extractor ,

we will assume for the time be i ng that we have found a pol ygon vertex and

will place its X, Y coordinates in a vertex list. We now apply the feature

extractor to the other image again starting in the upper left corner of the

image. If we have arranged our camera geometry correctly we expect to

find the match i ng vertex in the second image at approximately the same V

coordinate as the target. Using the correllat i on scheme of (20) on the

two run—length coded reg ions , we store the candidate X , V coordinates and

correllation score in a second vertex list. When all features within ±~Y

S
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of the target V have been scored we choose as a match that feature which

the highest score. Returning again to the first image we follow a reg i on

edge to the ri ght through the data structure as in (20). At the next end

of the edge, we once again appl y the feature extraction and corre llation

check. If our second target V va l ue is near to the first , we may onl y

have to add a few features to the candidate list for correllation check i ng.

As a check, we should now try an edge following between the two chosen

points in the second image. If no edge connects these two we must rechoose

the next l ower scoring features. If the onl y edge found includes a low

scoring candidate we may assume some prob l em (occluded vertex , etc.) exists

and we must backtrack and try edge following in a different direct i on,

delet i ng a target if no success is found in this manner. 
—

The above procedure should be repeated around a region to obtain a

list of vertices and their X , Y, and Z values. If these vertice~ are

roughl y coplanar , we have i dentified a planar pol ygon and should move on

to an adjacen t region.

Adopting the notion of a jump discontinu i ty as in (1) we may proceed

to separate objects in the scene on tha t basis. At this time , we should

also check for coplanar adjacent pol ygons and merge them as necessary.

This type of artificial separation may exist due to shading irregularitie s

on the surface.

~~~~~. Imp l ementation - 
-

The above procedure has been developed as a first cut at the prob l em

of object depth determination and extraction in run—length coded images.

Implementat i on of these i deas during Spring 1977 will illuminate difficulties

in the procedure and suggest pertinent revisions.

Publication of the results of the actua l imp l ementation and revisions

is hoped for.

A
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